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ABSTRACT: Molecular ordering and charge transport have been studied computationally for 22 conjugated oligomers
fabricated as crystal or thin-film semiconductors. Molecular dynamics (MD) simulations are employed to equilibrate crystal
morphologies at 300 K. The paracrystalline order parameter, g, is calculated to characterize structural order in the materials.
Charge-transport dynamics are predicted using kinetic Monte Carlo methods based on a charge-hopping mechanism described
by the Marcus theory of electron transfer to calculate charge-transfer rates using the VOTCA package. We introduce an error
function to assess the reliability of our computed values to reproduce experimental hole mobilities in both crystalline and thin-
film morphologies of the 22 conjugated oligomers. For each of the oligomers, we compute hole mobility with three different
theoretical models incorporating increasing measures of disorder: (1) a perfect crystal, based on the experimentally derived
crystal structure, with no disorder, (2) an MD-equilibrated structure incorporating thermal disorder into the crystal structure, and
(3) model 2 above but also incorporating energetic disorder arising from variations in site energies. For the series of known
crystals with long-range order, we find that the perfect crystal model produces hole mobilities giving the best fit to experimental
data. For the series of thin-film morphologies with short-range order, we observe that the presence of both thermal and energetic
disorder is essential for accurate calculation. We also discuss the interplay between hole mobility and other charge-transport
parameters in these morphologies, such as reorganization energy and energetic disorder.

■ INTRODUCTION

Organic electronics have attracted much attention as low-cost,
diverse, processable, and tunable materials.1−5 Rapid progress
in organic material design and device engineering has led to
significant improvement in devices like organic field-effect
transistors (OFET),4,6 organic light emitting diodes
(OLED),7,8 and organic solar cells (OSC).5 The performance
of organic semiconducting materials, commonly characterized
by charge-carrier mobilities, is shown to be competitive with
the performance of amorphous silicon-based inorganic semi-
conductors and approaching to that of polycrystalline silicon.3

For example, crystal rubrene transistors with mobilities of up to
15 cm2/(V s) have been reported,9,10 along with a variety of
thin-film transistors with mobilities on the order of 1−5 cm2/
(V s).11−13 Theoretical progress has been slow due to limited
understanding of the fundamental properties of organic
materials at the atomistic level. However, promising method-
ologies have been proposed to understand structure and
transport properties to link microscopic features to overall
device characteristics.14−19

How molecular structure, packing arrangement, and inherent
disorder in self-assembled crystals control charge transport is
still unclear and a matter of some controversy.17,20 Small
oligomeric semiconducting materials are useful due to their
straightforward morphologies.21,22 The crystalline phases of
oligomers and the resulting charge-transport properties are also
well understood.3,4 Due to their advantages of long-range
structural order, low impurities, and lack of grain boundaries,
single-crystalline materials generally yield higher mobilities than
polycrystalline thin films.4 Theoretical characterization of
crystals is also appealing as a means of understanding intrinsic
transport properties and to provide the first step toward
elucidating more sophisticated crystalline phases.15,23−26

We have performed charge-transport simulations on a large
number of π-conjugated oligomers using three different
computational models which differ by the level of disorder
introduced. The key quantity, hole mobility, is extracted from
these multiscale simulations and compared with experimentally
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available crystal and/or thin-film mobility for each oligomer in
order to gain insight into their morphological identities and
resulting properties. The conjugated systems under study
include oligoacenes, oligothiophenes, oligothienoacenes, tetra-
thiafulvalenes, and fused or functional derivatives of these
systems, such as picene, N-trimethyltriindole, and pyrrolo-
bisbenzothiazine (see Figure 1). These oligomeric systems are
widely studied in the literature3,4,27 and are often regarded as
prototypes for advanced systems in organic electronic
devices.28−30 Because experimental crystal and thin-film hole
mobilities have been measured for these oligomers, we can
compare calculated mobilities from different theoretical models
to the experimental data and investigate correlations between
hole mobility and other charge-transport parameters, such as
geometrical reorganization energies and energetic disorder.
Throughout the paper, we use the term ‘packing motif’ to

refer to a molecular packing arrangement on the order of a unit
cell whereas the term ‘morphology’ for larger scales, i.e.,
typically on the order of 10−20 nm.

■ MODELING MATERIAL MORPHOLOGY

For the charge-transport simulations of each oligomer, three
different models were taken into account: (1) the disorder-free
ideal crystal structure, (2) the crystal after incorporating
thermal disorder, and (3) the crystal after incorporating both
thermal and energetic disorder. In model 1, the ideal crystal
configurations were constructed by successive duplications of
the unit cells obtained from XRD measurements. Here,
structural disorder arising from thermal and energetic disorder
is neglected. In model (2), the system is brought to thermal

equilibrium using atomistic molecular dynamics (MD)
simulations to account for structural disorder arising from
vibrations in the crystal, however energetic disorder is
neglected. For model (3), energetic disorder is added to the
equilibrated morphologies by a correction for the differences in
site energies for each dimer pair in the simulation.
Charge-transport simulations in crystalline or disordered

systems were performed using the VOTCA package.31,32 The
morphologies for charge-transport analysis are determined from
ideal crystals (based on unit-cells) or from atomistic MD
trajectories. After this, the hopping sites are determined to
compute transport parameters (electronic coupling, reorganiza-
tion energy, and site energies) and charge-carrier hopping
rates.33,34 Charge-transport dynamics are then performed, for a
single charge carrier in a box with periodic-boundary
conditions, using kinetic Monte Carlo algorithm.32 Finally,
hole mobility is calculated using velocity averaging.35

All MD simulations were performed using GPU accelerated
version of Amber12.36 Molecular mechanics parameters were
prepared using the GAFF force field following a recommended
procedure described elsewhere.37,38The supramolecular packing
geometry was energy minimized in 1000 MD steps, where all
heavy atom coordinates were restrained to their initial values.
Each system was heated and equilibrated at 300 K for 4 ns
while regulating heat bath temperature at 300 K using a
Langevin thermostat39 with a weak collision parameter (5.0
ps−1). An additional 2 ns relaxation was carried out with a
Berendsen barostat39 to relax the system at 1 atm. The
production run lasted for 20 ns while maintaining a heat bath
temperature of 300 K and a time-averaged pressure of 1 atm.

Figure 1. The 22 π-conjugated oligomers studied in this work. Full names of the oligomers are provided in Table S1. Note: two polymorphs of 4T
(4T/HT and 4T/LT) are considered.
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■ MOLECULAR STRUCTURE
The series of oligomer structures studied is shown in Figure 1.
This series consists of oligomers with relatively planar rigid
fragments or multiple rigid fragments bridged by rotatable
single bonds. Oligomers labeled as 1−4, 7, and 16−20 consist
of fused thiophene, benzene, and/or cyclopentene rings with
no rotatable single bonds. 8 and 9 are also relatively rigid
because they contain fused benzothiazine and pyrrole moieties,
and 5, 6, 10, and 21−22 contain multiple rigid fragments linked
by rotatable single bonds. TTF and its derivatives 11−14 are
distinct because they possess relatively planar fragments linked
by a double bond. Finally, 15 consists of a TTF backbone with
substituted thiophene rings.

■ CRYSTAL STRUCTURES AND MOLECULAR
DYNAMICS

Packing strongly influences the electronic properties of
materials. Although the details are system specific, it is well-
known that organic crystals typically self-assemble into well-
defined packing motifs: (1) herringbone, (2) π-stacking, and
(3) two-dimensional (2D) brick-like π-stacking.3,27,28 As
tabulated in Table 1 and shown in Figure 2, compounds 1−

6, 12, 14−20, and 22 are packed in a herringbone motif
comprising of varying levels of face-to-face and edge-to-face π-
stacking. The herringbone packing motif is common in many
organic crystals.3,27,28 Compounds 8 and 13 exhibit a brick-like
packing motif with predominant face-to-face stacking, while 7,
9, and 10 are packed with a slipped 1D π−π motif. 11 and 21
are comprised of mixed packing arrangements. 11 exhibits a
packing arrangement containing slipped face-to-face stacking
and face-to-edge (tilted) stacking.48 The dimers of 21 form a

slipped backbone with face-to-edge substituent-backbone π-
stacking.59

Figure 2 shows representative snapshots from the MD
simulations of the morphology of each of compounds 1−22.
Only a selected oligomer and its nearest neighbors are shown;
everything else is omitted for clarity.
Although there are local structural deformations at the

molecular level due to thermal motions, the overall packing
motif of each crystal structure is maintained in the MD-
equilibrated morphology, in accordance with experimental
observations.12,40−60

In order to quantify the degree of structural disorder in the
equilibrated morphologies caused by thermal fluctuations, we
identify the ensemble distributions in centroid distances
between dimers of oligomers in the morphologies and identify
the paracrystalline order parameter g = Δ/d. Here, δ and d
represent the standard deviation and average of intermolecular
distance distributions between the backbones of the oligomers,
respectively. Paracrystallinity is a measure of cumulative
deformation in molecular site positions, and in materials, it is
particularly useful for characterizing structural order and
defining the crystalline phase.61,62 It has been recognized that
for crystals, g ∼ 0−1%, for semicrystalline systems, such as
polymers, g ∼1−8, and for amorphous systems and melts, g >
10%.61−63

As shown in Table 1 (see Table S3 for details), for the MD-
equilibrated morphologies of the 22 oligomers under study, the
g-parameters in the cofacial π-stacking direction ranges from 1.5
to 3.9% with an average value of 2.8%. A g-parameter for TIPS-
Pentacene was measured by Rivnay et al.62 The g = 0.9% value
puts TIPS-Pentacene in a crystalline state; this value is smaller
than typically estimated for π-stacking direction of compounds
1−22. Based on our simulations, we can infer that the structural
order of compounds 1−22 fall into a region between far
paracrystalline and crystalline state.63 For the sake of
completeness, we also calculated the paracrystallinity g along
the face-to-edge packing direction of compounds with the
herringbone packing motif and achieved a similar result.
Namely, the g parameters range between 1.6 and 3.9% with
an average value of 2.8%.

■ CHARGE-TRANSPORT SIMULATIONS
Transport Mechanism. In this study, we employ the

Marcus hopping model to calculate hole mobilities for a diverse
set of 22 organic semiconductors. Based on the assumption that
charges are localized on a single molecule and charge-transfer
reactions take place via an intersite hopping mechanism, the
charge-hopping rate is evaluated by the nonadiabatic, high-
temperature limit of the Marcus rate for electron transfer:33,34
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where T is the temperature, Jij = ⟨ϕi|H|ϕj⟩ is the electronic
coupling element (or transfer integral) between the initial |ϕi⟩
and final |ϕj⟩ states. λ is the reorganization energy and ΔE = ϵi
− ϵj is the difference in site energies between the initial i and
final j states. For efficient charge transport, the electronic
coupling element J should be maximized, whereas reorganiza-
tion energy (λ) and the difference in site energies (ΔE) should
be minimized.
The Marcus hopping model has been successfully applied to

many systems of organic semiconductors,23 and is used as part

Table 1. Packing Modes for Initial Crystal Configurations of
Compounds in Figure 1a

compound acronym packing mode ref gπ−π (%)

1 DNTT herringbone 12 2.6
2 BB-PTA herringbone 40 3.3
3 PTA herringbone 41 3.8
4 DBTDT herringbone 42 3.1
5 4T/HT herringbone 43 2.5
6 4T/LT herringbone 43 2.9
7 DITT π-stacking 44 2.5
8 PBBTZ 2D π-stacking 45 3.0
9 NTMTI π-stacking 46 1.8
10 DCV4T π-stacking 47 2.5
11 TTF mixed 48 2.9
12 DT-TTF herringbone 49 3.6
13 HM-TTF 2D π-stacking 50 1.8
14 TTDM-TTF herringbone 51 3.0
15 DTh-TTF herringbone 52 2.8
16 NAPH herringbone 53 3.9
17 ANTH herringbone 54 3.1
18 TETRA herringbone 55 3.1
19 PENTA herringbone 56, 57 2.5
20 PICEN herringbone 58 2.8
21 DPA mixed 59 3.5
22 RUBR herringbone 60 1.5

aParacrystallinity parameter, g (%), calculated for the π-stacking
direction of the equilibrated morphologies. 4T/HT and 4T/LT refer
to two polymorphs of 4T.
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of a rational materials design protocol.30 It has also been
applied to elucidate the microscopic charge-transport properties
of polymers.64 Despite the success of charge-transport
calculations using the hopping model, the mechanistic origins
of charge transport and the theoretical validity of the hopping
model to model charge transport in organic crystals are actively
debated in the literature.20,65,66 The major issues with the
model are (1) the extent to which localization of the charge-
carrier occurs during a charge-transfer reaction in the organic
crystal and (2) the appropriateness of the semiclassical
treatment that is used by Marcus theory to model charge
transport.
The ratio of electronic coupling (J) to reorganization energy

(λ), to a rough approximation, is associated with the dominant
charge-transport mechanism in a given material. When J ≫ λ,
coherent (or delocalized, band-like) transport dominates, but

when J ≪ λ, incoherent (or localized, hopping) transport
dominates.24 For most promising materials, however, J ∼ λ, and
in these cases, it is unclear whether coherent or incoherent
transport is dominant. Due to dynamic disorder resulting from
thermal effects at higher temperatures, charge carriers tend to
localize and incoherent transport may dominate. Theoretical
models66 and experimental measurements67 on the scaling of
charge mobility to temperature give credence to the
appropriateness of using the hopping model to calculate charge
mobility around room temperature. In a comparison of
localized (Marcus) and delocalized (semiclassical dynamics)
models, it was found that simulated hole mobilities do not
dramatically differ between the two models, even when one
takes into account charge delocalization at room temperature.23

The Marcus rate formula deviates from quantum mechanical
(QM) behavior at low temperatures, but this deviation is small

Figure 2. Representative MD snapshots of morphologies 1−22, equilibrated at 300 K. For clarity, only a selected monomer and its nearest neighbors
are shown.
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at room temperature. For instance, simulations showed that the
charge-transfer rate calculated using the full QM rate formula
differ only by a factor of 2−4 at room temperature from the
charge-transfer rate calculated using Marcus theory, while the
calculated hole mobilities using these two methods differ by a
factor of 4−10.25 The Marcus rate underestimates experimental
charge mobility, while the QM rate formula overestimates it
(though with less error). Ultimately, neither of the models is
accurate within experimental error, and further theoretical and
computational efforts are needed to improve the accuracy.
In the following subsections, we will introduce and discuss

the key components of Marcus rate calculation: reorganization
energy, electronic coupling, and site energies, each of which are
evaluated for each dimer of oligomers participating the charge
transport. All charge-transport simulations were performed
using the VOTCA package.31,32 A pair of oligomers, for which
the intermolecular centroid distances are within a certain
interval, are classified as interacting neighbors and added to a
neighbor list to calculate intersite hopping rates. In this study,
we typically use 0.7 nm for the cutoff distance. For some cases,
we performed additional simulations with an increased cutoff
distance to verify that the results converge.
Reorganization Energies. The reorganization energy (λ)

of a molecule undergoing charge transfer has two contributors:
inner-sphere (λin) and outer-sphere (λout). The inner-sphere
reorganization energy (λin) is the total energy associated with
deformation in the nuclear coordinates of the dimer when a
charge localized on molecule i is transferred to molecule j.
During the charge-transfer reaction in the crystal, the geometry
of the surrounding molecules of the dimer may also change,
reflected in λout. For most organic crystals, however, λout is small
and often neglected (i.e., λ ≈ λin). The inner-sphere
reorganization energy can be calculated in two ways: (1)
from adiabatic potential energy surfaces of isolated monomers
or (2) normal-mode analysis. Here we employ the former
method throughout the paper. Calculations by Bredaś et al.
have shown that the two methods yield similar results.68

λ is defined by the following expression:

λ = − + −E E E E( ) ( )q
n

q
n

q
c

q
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c n n c (2)

where Eqn
n (Eqn

c ) is the energy of the neutral n (charged c) state

of the molecule in its optimized neutral geometry and Eqc
n (Eqc

c )
is the energy of the neutral n (charged c) state of the molecule
in its optimized charged geometry. We perform density
functional theory (DFT) calculations, using the B3LYP hybrid
density functional69 with a 6-311G(d,p) basis set as
implemented in Gaussian09,70 to calculate λ for a single
isolated molecule.
The DFT-calculated reorganization energies of the oligomers

we study here are given in Table 2. The reorganization energies
of fused acenes (16−19) and acene derivatives (21, 22) are
rather low and within 100−200 meV, while oligomers without
fused benzene rings 3, 5, 10−15 have rather higher
reorganization energies. Reorganization energies of oligomers
with heteroaromatic cycles are generally between those of fused
and unfused oligomers. The presence of benzene in a
heterocyclic oligomer leads to a sizable decrease in its
reorganization energy. This is exemplified by comparing
compounds 2−4.
Similarly, the presence of the electron acceptor subunits in

10, dicyanovinyl-substituted (DCV) quaterthiophene (4T),

results in a drop in λ of 151 meV compared with
quaterthiophene (4T).
While 10 and 13 are noticeably planar in the crystal, they are

nonplanar in the gas phase.47,50 Therefore, for 10 and 13, the
reorganization energies were also calculated using constrained
geometry optimizations of the ground and charge states. The
constraints were necessary as the QM optimizations of those
molecules were performed with a single isolated molecule
where the absence of neighboring molecules allowed 10 and 13
to relax to ground geometries that show significant twisting
along the backbone of the molecules. The constraints were
achieved by constraining all torsional angles of 10 and
constraining the improper angles of two rigid segments of 13
to the values determined from XRD measurements.47,50 For 13,
λ from the unconstrained and constrained optimization yield
272 and 239 meV, respectively, whereas for 10 the λ values are
228 and 192 meV, respectively. Because the Marcus rate
depends exponentially on λ, a ∼35 meV decrease in λ may lead
to a few-fold increase in the Marcus rate.

Electronic Coupling. The transfer integral J in the Marcus
rate equation is the electronic coupling between neighboring
molecules, which varies with the intermolecular orientations
and distances.14,71,72 Transfer integrals are particularly helpful
to quantify the propensity and dimensionality of charge
transport in self-assembled systems. Thus, in order to evaluate
transfer integrals for a given molecule, knowledge of the
atomic-scale material morphology and, consequently, relative
positions of neighboring molecules is required. For a perfectly
ordered system, it is adequate to calculate electronic coupling J
for each unique nearest-neighbor dimer for a given molecule in
the unit cell. However, for systems with any disorder, it is
necessary to consider huge simulation boxes with a large

Table 2. Reorganization Energies λ, Calculated Using Eq 2
with the B3LYP/6-311G(d,p) Methoda

λ Jπ−π Jtilted ⟨Jπ−π⟩ ⟨Jtilted⟩ σ

1 134 31 65 32 61 75
2 243 203 0.4 131 0.5 49
3 314 200 0.8 116 0.6 45
4 103 7 31 5 37 77
5 379 4.7 43 4 39 70
6 379 15 21 13 20 88
7 245 21 − 30 − 54
8 197 135 − 320 − 86
9 236 258 − 392 − 71
10 228 73 − 84 − 91
11 288 14 398 41 346 108
12 228 22 40 77 23 53
13 272 61 − 33 − 46
14 274 63 ∼0 174 ∼0 85
15 399 130 ∼0 207 ∼0 90
16 189 43 8 36 23 90
17 141 40 26 44 28 82
18 115 29 68 29 66 73
19 95 61 69 32 45 68
20 190 75 71 89 63 82
21 154 396 15 93 50 54
22 160 81 9 75 10 53

aJπ−π and Jtilted are the modulus transfer integrals for π- and face-to-
edge stacking for ideal crystal morphology, ⟨···⟩ represents their
ensemble averages for equilibrated morphology, respectively. σ is the
energetic disorder. All units are in meV.
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number of molecules to sample all possible configurations.
This, in turn, means coping with a large number of dimers with
nonzero coupling; on the order of 104 or even more. This is
computationally prohibitive when one wants to employ first
principle methods, since self-consistent field calculations for
each pair and individual molecules are required. In this sense,
the ZINDO semiempirical method,70,73 a computationally
efficient and robust method, is extremely useful32,74−77 for
computing accurate transfer integrals.
Transfer integrals were calculated between each oligomer

and its neighboring oligomers for the unit cell of ideal crystals
and for entire equilibrated morphologies. These are given in
Table 2 for the face-to-face π−stacking directions and, if
present, for the face-to-edge stacking directions. Complete
distributions of equilibrated morphologies are provided in
Supporting Information. For ideal crystals, the transfer integrals
of π−stacking range between 5 and 400 meV. Low J results
from weak π−π overlap, usually due to excessive transverse
offset or relatively large spacing between dimers. For
compounds with herringbone packing, 2−3, 14−15, and 21−
22, π−stacking is seen to be the dominant transport direction
whereas for 1, 4−6, 12, 16−20, and 22, transfer integrals for
both face-to-face and face-to-edge π−stackings are roughly
within the same order of magnitude. Although transfer integrals
along any transport direction of the equilibrated systems vary
due to thermal effects (see Figure S1), when compared with
ideal crystal transfer integrals, average values are within the
same order of magnitude. For both ideal crystal and
equilibrated morphologies, it is interesting to note that the
typical electronic couplings for systems with 2D networks are
5−10 times weaker than those of 1D networks. The weaker
coupling may seem disadvantageous for these oligomers, but as
discussed later, higher-dimensional charge transport with
weaker coupling is more advantageous than low-dimensional
transport with strong coupling in equilibrated systems.78

Site Energies and Energetic Disorder. Site energy is the
change in energy of the complex when the charge of the ith
molecule changes. The site energy difference ΔE is the change
in site energies of molecular pairs i and j participating in the
charge-transfer reaction. The site energy difference is zero for
perfectly ordered crystals, due to the translational symmetry of
each molecule, but it is substantial for partially disordered and
amorphous phases. Evaluation of site energies is the most
challenging part of calculating Marcus rates because it requires
the calculation of multiple subcomponents: the external electric
field, Coulombic effects, and polarization effects.15,32 The
straightforward way to evaluate site energy contributors is to
consider each atom as point particle with isotropic properties.
The evaluation of interaction energies is then carried out in a
combinatorial manner.32 External electric field contributions are
calculated using the expression ΔEext = −eF·dij. Here, F is the
field vector and dij is the position vector between molecules i
and j. Coulombic and polarization contributions to site energies
are calculated using Thole model (for details, see refs 32 and
79−82). Partial charges of neutral and charged states are
generated via Merz−Singh−Kollman scheme83,84 with HF/6-
31G(d), based on B3LYP/6-311G(d,p)-optimized geometries,
as implemented in Gaussian09.70 Isotropic atomic polar-
izibilities of the neutral and charged states are reparameterized
for each species to reproduce the molecular polarizibilities
obtained from B3LYP/6-311G(d,p).70 By fitting the histogram
of site energy differences to a Gaussian distribution function,

the standard deviation, and hence the energetic disorder σ, is
evaluated.
The distributions of site energy differences of equilibrated

morphologies are depicted in Figure S2, and the energetic
disorders extracted from these distributions are given in Table
2. We see from the table that, the energetic disorders for all
compounds are nonzero; in fact, they are on the order of ∼50−
100 meV, falling into the regime where energetic disorder is
typically observed in disordered organic materials (for
examples, see refs 18, 85, and 86). The σ = 91 meV calculated
for DCV4T (10) is in close agreement with Schrader et al.78

under the same computational platform with different force-
field parameters and partial atomic charges. Note that the σ of
an oligomer is largely influenced by structural disorder due to
fluctuations in intermolecular rearrangements, molecular
deformations, and polarization effects. It is difficult to identify
which of these effects contributes most to the observed
energetic disorder. However, we have identified how the
presence of polarization influences the energetic disorder.
Although energetic disorder is typically reduced by ∼10% with
increased polarization effects, the relatively small σ-values of
oligomers 2 and 3 are extreme cases where the polarization
effects are substantial. σ is reduced from 78 meV in oligomer 2
and 85 eV in oligomer 3 to 49 and 45 eV with polarization,
respectively. Another extreme case is oligomer 16, where a large
σ = 116 meV, which possibly originate from its large
paracrystallinity parameter g = 3.9%, reduces to 90 meV with
the inclusion of polarization effects. Also, a large σ value for
oligomer 11 may arise from its complex topology,48 although
polarization effects reduce σ from 123 to 108 meV. We also
observe that energetic disorder linearly decreases with
increasing n for oligoacenes 16−19, as the packing motifs of
these oligomers are very similar.

■ MOBILITY CALCULATIONS

Once all of the ingredients of Marcus rates are evaluated and
hopping sites are determined, we employ the kinetic Monte
Carlo (kMC) method, as implemented in VOTCA,31,32 to
simulate charge-transport dynamics and to evaluate charge-
carrier mobility. We calculate the hole mobility for each of
oligomers 1−22 given in Figure 1, based on three different
computational models with increasing levels of disorder
introduced into the system. The first model assumes that the
experimental material consist of ideal crystals with perfect
translational symmetry. Using the second model, we equilibrate
the crystal structure at 300 K using MD simulations to
introduce structural disorder arising from thermal effects but
neglect the energetic disorder from differences in site energies,
σ = 0.15,23,78 The third model incorporates both thermal and
energetic disorders into the crystal structure. For each model,
we perform kMC simulations to calculate the hole mobility for
each oligomer using velocity averaging.35 For mobility
calculations with disordered morphologies, 10 MD snapshots
are taken, and for each snapshot we perform 10 separate
stochastic kMC simulations. Thus, the hole mobility values
calculated using disordered morphologies are averages of 100
kMC runs for each system. To quantify the accuracy of our
simulations, we introduce an error function of the form:

∑ μ
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The hole mobilities calculated for oligomers 1−22, based on
(1) ideal crystals, (2) equilibrated morphologies without, and
(3) with energetic disorder, are given in Table 3. Since crystal
mobilities are often anisotropic, the table provides the
maximum mobility attained among several transport directions.
Also, in our simulations we consider “single” charge-carrier
dynamics with periodic boundary conditions imposed (i.e., zero
charge-carrier concentration). However, experimental hole
mobilities are usually observed for high charge-carriers
concentrations. Fortunately, this assumption does not lead to
a dramatic error for materials with crystalline order.125

The hole mobilities of ideal crystal morphologies usually lie
in the range of 1−10 cm2/(V s), which is often expected for
organic crystals.3,4 However, we predict a very small ideal
crystal hole mobility for 11 (μ = 0.06cm2/(V s)). This might be
attributed to a very complex transport topology with increased
vulnerability to charge trapping, even in the ideal crystal. Our
ideal crystal mobility predictions usually agree within the same
order of magnitude with prior computational studies, except
that the mobilities of oligomers 3−6 are roughly 1−2 orders of
magnitude higher than the prior studies (see Table 3).
Variations in hole mobilities among oligomers result from

the variations in reorganization energies, electronic couplings,
and intermolecular spacings. The increases in ideal crystal hole
mobilities are accompanied by increases in electronic couplings
and intermolecular spacings and decreases in reorganization
energies. For example, reorganization energies and electronic
couplings along the main transport directions of oligomers 10
(DCV4T) and 20 (Picene) are very similar, but hole mobilities
are 1.84 cm2/(V s) and 6.87 cm2/(V s), for 10 and 20,
respectively, since the intermolecular spacing of 20 is greater
than that of 10. The reorganization energies and intermolecular
spacings of oligomers 2 (BB-PTA) and 7 (DITT) are also

similar, but the hole mobility of 2 is 2 orders of magnitude
higher than that of 7, since modulus square J of 2 is 2 orders of
magnitude higher than that of 7.
Hole mobilities calculated from equilibrated morphologies

(but without energetic disorder) are each decreased approx-
imately by a factor of 3. The hole mobility of the equilibrated
morphology of oligomer 22 is computed to be 7.8 cm2/(V s),
which is in close agreement with the computed value of 8.1
cm2/(V s) by Vehoff et al.76 We also observe that the
magnitude of change in electronic coupling comparing
equilibrated morphologies to ideal crystal is not always directly
translated into the change in hole mobility, which is clearly an
indication of an alternative phenomena. For example, although
the J of the ideal crystal and J of the equilibrated morphologies
of oligomers 1 and 10 are of the same order of magnitude, the
equilibrated hole mobility of 10 is almost an order of
magnitude lower than its ideal crystal mobility, while the
equilibrated hole mobility of 1 is very close to its ideal crystal
mobility. This difference arises from differences in the packing
motifs of the two oligomers; even though 10 has a strong π-
stacking along the primary transport direction, the electronic
coupling of a monomer to its side neighbors is weaker (see
Figure S1). The weak horizontal coupling in 10 results in a 1D
vertical percolation network through face-to-face π−π inter-
actions. Vertical (face-to-face) coupling and horizontal (face-to-
edge) coupling in crystals of oligomer 1 are almost equal in
weight, resulting in 2D transport. In 2D transport, if a hole
encounters a trap that makes one of the coupling directions
impassable, it may continue traveling in the second direction,
while in 1D transport, the hole, upon encountering a trap, will
have no such escape route; thus, 2D charge transport is less
susceptible to trap states than 1D transport. In summary, we
find that hole mobility in oligomers made up of 2D percolation

Table 3. Hole Mobilities Calculated for Ideal Crystals and Thermally Equilibrated Morphologiesa

computational experimental

our work others’ crystal thin-film

ideal crystal equilibrated (σ = 0) equilibrated (σ ≠ 0) ref ref ref

1 3.72 2.9 0.91 1.80, 1.90 30, 87 8.3 88 2.9 12
2 7.56 2.59 0.58 0.5 40
3 3.33 1.14 0.032 0.069 89 0.045 90
4 1.83 0.99 0.1 0.028 89 1.8 42 0.51 91
5 0.19 0.13 0.022 0.021 92 0.23 93 0.014 94
6 0.053 0.060 8.7 × 10−3 6.2 × 10−3 92 6.0 × 10−3 95
7 0.05 0.011 2.3 × 10−3 0.12 96 1.0 × 10−4 44
8 1.64 0.78 0.14 3.6 45 0.34 97
9 0.92 0.06 6.6 × 10−3 0.21 46 0.37 46 8.0 × 10−3 98
10 1.84 0.3 2.2 × 10−3 1.1 × 10−3b 78 9.4 × 10−5 99
11 0.06 0.043 5.0 × 10−4 0.346 100, 101 0.23 102
12 1.26 0.52 0.20 1.4 103 0.17 104
13 1.76 0.73 0.208 7.0 50
14 0.63 0.081 0.011 0.4 51
15 0.72 0.35 0.033 0.078 52
16 1.59 0.986 0.12 1.32 105 1.0 106
17 3.46 3.37 0.34 1.84 105 2.93 107 1.1 108
18 2.8 2.3 0.22 4.24, 3.36 105, 109 2.4 110 0.1 111
19 15.6 5.9 0.69 5.37, 4.88, 18.5 105, 109, 35 35 67 3.0 112
20 6.87 8.08 0.64 9.0 113 3.2 114−116
21 8.6 3.7 0.32 2.15 117 3.7 118 0.16 119
22 11.6 7.8 1.94 7.12, 8.1c, 20 109, 76, 35 15.4 120, 121 1.3 122−124

aWe compare our predictions with previous computational predictions. bBased on the equilibrated morphology with energetic disorder.
cEquilibrated, without energetic disorder.
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networks (see Table 2) is typically a factor of 3 higher than
oligomers with 1D networks.
The presence of energetic disorder, arising from the local

variations in the geometric structure and electrostatic
interactions, creates rougher energetic landscape for charge
carriers. A rougher landscape increases the chance of a charge
to encounter a transport dead end, which reduces the overall
charge-transport efficiency.126 As Table 3 shows, our results
confirm that hole mobility in equilibrated morphologies drops
with an order of 10−100 with the inclusion of energetic
disorder, caused by an increasing number of trap states. We also
find that the influence of the dimensionality of the charge
percolation network on hole mobility is even more dramatic for
equilibrated morphologies with energetic disorder. That is, the
mobility in a high-dimensional network is roughly an order of
magnitude higher than mobility in a low-dimensional network.
The mobility calculated for oligomer 10 is a factor of 2 higher
than found by Schrader et al.,78 since the energetic disorder we
predicted is slightly lower.
Although the influence of reorganization energy λ and

energetic disorder σ on hole mobility have both been
quantitatively established, our results suggest (see Figure 3)

that there is no general relationship between the hole mobility
and these parameters in self-assembled systems. Although the
trends of regression lines in Figure 3 agree with the general
intuition that mobility decreases as λ or σ increase, these
parameters poorly correlate with μ. This is expected, as each

compound has a unique combination of J, λ, σ, and intersite
separation and even the topology.
In the next two subsections, calculated mobilities are

compared with available crystal and thin-film mobilities, and
interpretations for these findings are given.

Rate-Based Simulations vs Crystal Mobilities. A plot of
calculated hole mobility against experimental crystal mobility
for each of the 22 oligomers is given in Figure 4a−c. Crystals
are materials that exhibit a long-range structural order and their
charge-carrier mobilities tend to be higher than their thin-film
counterparts, which have shorter range order.2,27,28 Figure 4a
shows the correlation between calculated ideal crystal hole
mobilities and experimental crystal mobilities. The hole
mobilities span a relatively narrow range of roughly 0.1−10
cm2/(V s), a typical range for crystals with high hole mobilities.
The numerical results correlate well with the crystal hole
mobility experiments with a Δ = 2.0. As shown in Figure 4b,
hole mobilities for equilibrated morphologies, with zero
energetic disorder, are calculated to be comparable or slightly
lower than those of ideal crystals, resulting in Δ = 2.6 when
compared to the experimental crystal data. Finally, our
calculations of hole mobility with equilibrated morphologies
and energetic disorder compare poorly with experimental
crystal values, with Δ = 18.0. Our results suggest that hole
mobility in organic crystals with long-range structural order is
substantially devoid of the influences from thermal and
energetic disorder. That is, the assumption that the crystals
exhibit perfect order (due to their highly crystalline order, g ∼
0−1%)62,63 is not far from including the small structural
disorder that is actually present in crystals due to thermal
effects.

Rate-Based Simulations vs Thin-film Mobilities. Due to
ease of production and relatively good charge-transport
characteristics, thin-film materials, with inherent polycrystalline
architecture, have been extensively used in organic semi-
conductor devices. The presence of grain boundaries between
crystallite domains is a hindrance to efficient charge transport
and is one of the sources of disorder in thin films increasing the
likelihood of charge trapping. Although the casting conditions
have a strong influence, in most cases mobilities of thin films
are lower than mobilities of crystals made from the same
materials.2,27,28

Figure 5a−c shows the correlation between available thin-
film mobility measurements for oligomers 1−22 and our
calculations based on various morphological assumptions. As
shown in Figure 5a, ideal crystal morphologies overestimate
thin-film hole mobilities typically by a factor of 19. This is an
expected outcome, due to the inherent disorder in thin-film

Figure 3. Variation of hole mobility of oligomers with (a)
reorganization energy λ and (b) energetic disorder σ. There is almost
no correlation between these parameters, suggesting that the packing
arrangement plays the crucial role in charge transport.

Figure 4. Correlation between experimental crystal and their calculated hole mobilities based on (a) ideal crystal, (b) equilibrated morphology, and
(c) equilibrated morphology with site energies. The error function Δ is defined in eq 3.
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morphologies not taken into account by calculations of ideal
crystals. The hole mobility predictions are improved by nearly
2-fold when the morphologies are equilibrated at 300 K.
Finally, the best reproduction of experimental thin-film hole
mobilities, with Δ = 2.9, is obtained from equilibrated
morphologies with energetic disorder.
Unlike in crystals with long-range order, the presence of

defects in thin films imposes a short-range order. As indicated
by our results, in contrast to transport in crystals, disorder-
based (σ) transport is essential for charge transport in systems
with short-range order.

■ SUMMARY AND CONCLUSIONS
We have performed charge-transport simulations on a series of
π-conjugated systems using three different theoretical models of
morphology. These models are ideal crystal, equilibrated
morphologies, and equilibrated morphologies with energetic
disorder. We found that equilibrated morphologies of these
oligomers reside between crystalline and semicrystalline order
as identified by experimental crystallographic measurements.
The key quantity, hole mobility, has been calculated for each
system using these three models. The hole mobility of each
system decreases by 1−10-fold with the inclusion of thermal
disorder and by a further 10−1000-fold with the inclusion of
energetic disorder. We have observed that, among the systems
with comparable reorganization energy, the equilibrated
morphologies with weak but multidimensional electronic
coupling have substantially higher hole mobility than the
morphologies with strong but low-dimensional electronic
coupling. This effect is attributed to the high probability of
dead ends for holes in low-dimensional percolation networks,
which are likely bypassed in multidimensional ones. Ideal
crystal simulations reproduced the experimental crystal hole
mobilities and simulations based on equilibrated morphologies
and energetic disorder are in reasonable agreement with
experimental thin-film hole mobilities.
Despite the simplicity of the Marcus hopping model,

discussions in the literature question the appropriateness of
Marcus theory for calculating charge mobility. As a
benchmarking study, this work provides more evidence in
favor of the hopping model at room temperature. We anticipate
that this paper will help inspire further discussion and will
contribute to further improvements to models used in the field.
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Uhrich, C.; Pfeiffer, M.; Baüerle, P. Adv. Funct. Mater. 2011, 21, 897−
910.
(48) Ellern, A.; Bernstein, J.; Becker, J. Y.; Zamir, S.; Shahal, L.;
Cohen, S. Chem. Mater. 1994, 6, 1378−1385.
(49) Rovira, C.; Veciana, J.; Santalo, N.; Tarres, J.; Cirujeda, J.;
Molins, E.; Llorca, J.; Espinosa, E. J. Org. Chem. 1994, 59, 3307−3313.

(50) Takahashi, Y.; Hasegawa, T.; Horiuchi, S.; Kumai, R.; Tokura,
Y.; Saito, G. Chem. Mater. 2007, 19, 6382−6384.
(51) Mas-Torrent, M.; Hadley, P.; Bromley, S. T.; Ribas, X.; Tarreś,
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